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Introduction
A sudden suicide oftentimes deeply shocks loved ones, local communities, and the larger global community. 
However, the crucial underpinning of the suicide is frequently overlooked: about ninety percent of people 
who commit suicide suffer from a mental illness at the time of their death, the most prominent of which is 
depression (Kahn, 2016). Depression, also known as major depressive disorder, is a serious mental health 
disorder that negatively affects how an individual feels, thinks, and acts, leading to a variety of emotional and 
physical problems that range from mild to severe (NIH, 2018). Currently, depression statistics indicate that it is 
an extremely serious and growing health issue, to the extent that it has been labeled an “epidemic” (Rottenberg, 
2014). In any given year, depression affects an estimated one in fifteen adults, and an estimated one in six people 
will experience depression at some time in their life (APA, 2017). Depression, in addition to being common, is 
also a growing trend. The World Health Organization (WHO, 2017) states, “Depression is the leading cause of 
ill health and disability worldwide. More than 300 million people are now living with depression, an increase 
of more than 18% between 2005 and 2015.” In light of depression’s widespread, serious, and growing state, 
societies around the world have prioritized the identification of the risk factors of depression, and the possible 
treatment and prevention of the disorder. 

Several risk factors for depression currently identified include but are not limited to differences and variance 
in brain biochemistry, genetics, personality, and environmental factors (NIH, 2018). Many previous studies 
have been conducted to investigate the correlation between depression and various factors. Mirowsky et al. 
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(1992) analyzed the relationship between depression and age and concluded that depression was shown to 
reach its lowest level in the middle ages and its highest level in adults aged 80 or older. Gender and depression 
is another pertinent relationship: a study conducted by the American Psychological Association found that after 
age fifteen, females are approximately twice as likely to be depressed than males. (Nolen-Hoeksema and Girgus, 
1994). Another study conducted by Munce et al. (2018) affirmed this age/depression relationship, stating that 
in 131, 535 adults, the prevalence of depression in women was almost twice that of men. Roxburgh (2009) also 
investigated the gender and depression relationship and found that black and white men are “significantly” less 
depressed than black and white women. A distinct dynamic also exists between race/ethnicity and depression. 
A Canadian study found that English Canadians had better mental health than Jewish Canadians, worse mental 
health than East Asians, South Asians, Chinese Canadians, and black Canadians, and similar mental health as 
all other racial/ethnic groupings (Wu et al., 2003). Variance in likelihood of depression was also investigated 
by Riolo et al. (2005), and found that prevalence of depression differed significantly by racial/ethnic group, 
with the highest prevalence in White participants. They also concluded that Mexican American and White 
individuals had significantly earlier onset of depression compared to African American individuals. Socio-
economic standing and a factor closely tied to it, education level, have also been clearly linked to depression. In 
the same study, Riolo et al. (2005) also found that people living in poverty were 1.5 times more likely to have 
depression, and after controlling for poverty, the same study found that lack of education remained a significant 
risk factor. Moreover, a study conducted by de Wit et al. (2009) explored the relationship between depression 
and the physical health measure body mass index. They found a very significant U-shaped association between 
BMI categories (underweight, normal, overweight and obesity) and depression, that is, depression is much 
more frequent in people with abnormally low or high BMIs.

With regards to treatment, the majority of patients respond well to either medication or therapy, but the crux 
of the issue is that one in every two people with depression go undiagnosed and thus untreated. Untreated 
depression is found to get progressively worse over time (WebMD, 2017). Therefore, it is imperative to diagnose 
depression at the earliest stage possible. While many diagnostic methods have been developed, one particularly 
effective method is depression questionnaires. These are designed to screen for depression by asking the patient 
to answer important questions, and based on their results, the level of severity of depression can be diagnosed. 
Early depression questionnaires administered in 1995 and 1997 ranged from 2-28 questions (Whooley, 1997), 
and each case-finding instrument was “available to help primary care clinicians identify patients with major 
depression” (Mulrow et al., 1995).

One specific questionnaire with nine questions, the Patient Health Questionnaire-9 (PHQ-9), was developed 
by doctors from Columbia University in 1999 (Joo et al., 1999). After a validity test was conducted for the 
questionnaire, it was concluded that “In addition to making criteria-based diagnoses of depressive disorders, the 
PHQ-9 is also a reliable and valid measure of depression severity. These characteristics plus its brevity make the 
PHQ-9 a useful clinical and research tool (Kroenke, et al., 2001). The PHQ-9 was also endorsed by the National 
Institute for Health and Clinical Excellence “in measuring baseline depression severity and responsiveness 
to treatment” (Smarr and Keefer, 2011). The emergence of PHQ-9 as a very reliable and effective depression 
screener can be attributed to its numerous advantages, such as ability to facilitate diagnosis of depression, 
ability to assess symptom severity, ease of administration, and ability to effectively be administered to a wide 
variety of populations (Univ. of Washington, 2018). As previously mentioned, the PHQ-9 is not only able to screen 
for depression, but also depression severity. A major upside of the questionnaire is its ease of administration, 
including the fact that it is free, and its brevity: being only nine questions, it can be completely administered in 
minutes and is comparatively shorter than other depression measures, such as the Beck Depression Inventory-
II (Kung et al., 2012). The PHQ-9 can also be reliability administered in ways other than in person by a clinician; 
it can be self-administered (Univ. of Washington, 2018), or even administered over the telephone (Pinto‐Meza 
et al., 2005). Furthermore, the PHQ-9 has proven to be very effective in a range of populations varying by 
both age and ethnicity. It has been administered to adolescents as well as adults, and is used on a global scale 
since it is available for free and in thirty languages other than English (APA, 2018). The PHQ-9 has become the 
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most common depression measure in the United Kingdom’s National Health Service (Kroenke, et al., 2010) and 
has been an extremely valuable tool in screening and treating depression in many other regions of the world 
including Nigeria (Adewuya et al., 2006), South Korea (Han et al., 2007), and Honduras (Wulsin et al., 2002).

Currently, little study has been conducted analyzing the data from patient responses to the PHQ-9 in the United 
States administered by the Centers for Disease Control and Prevention (CDC)’s National Health and Nutrition 
Examination Survey (NHANES). In the wake of the current depression epidemic in the United States, and 
utilizing the relevance of the PHQ-9 in relation to depression, this study aims to be the first to conduct an 
extensive big data analysis of the PHQ-9 responses. Analyzing the latest data of the PHQ-9, the objective of this 
study is to broaden societal understanding of depression as a whole by investigating potential new trends and 
identifying the factors most correlated with depression, and based on these results, to inform the government 
and general public for the purpose of improving societal health.

After literary review and preliminary background research, the hypothesis of this study is “The probability that 
a patient is classified by the PHQ-9 with clinically relevant depression is heavily correlated with the following 
factors: age at screening, gender, race/ethnicity, education level, and weight.”

Data and Methods
Data
The two latest datasets (2013-2014 and 2015-2016) of the PHQ-9 from the CDC’s NHANES were combined 
and used in this study. NHANES is a program of studies designed to assess the health and nutritional status of 
adults and children in the United States. Specifically, the overall dataset was obtained by first merging the the 
PHQ-9 dataset and the demographics dataset for each of the two surveys, then combining both surveys. All data 
is located at https://www.cdc.gov/nchs/nhanes/about_nhanes.htm. The PHQ-9 is shown in Table 1.

Table1. The Patient Health Questionnaire-9 

Methods
Using RStudio version 1.1.456, the PHQ-9 patient response dataset was analyzed in this study by employing 
three different tools, namely, a correlogram, a logistic regression model, and an artificial neural network.
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Correlogram

A correlogram is a graphical representation of the cells of a matrix of correlations. It displays the pattern 
of correlations in terms of their signs and magnitudes using visual thinning and correlation-based variable 
ordering. The cells of the matrix are shaded or colored to show the correlation value. The positive correlations 
are shown in blue, while the negative correlations are shown in red. Furthermore, the darker the hue, the 
greater the magnitude of the correlation. The correlogram of this study is a visual depiction of the relationship 
between each of the variables in this study. The most important correlations are between the independent 
variables and the dependent variable.

Logistic Regression Model

Logistic regression is one of a category of statistical models called generalized linear models. It provides a 
way to predict a discrete outcome from a set of variables that may be continuous, discrete, dichotomous, or a 
combination of these. Typically, the dependent variable is dichotomous, whereas the independent variables can 
be either categorical or continuous.

The logistic regression model can be expressed with the following formula:

ln(P/P-1) = β0 + β1*X1 + β2*X2 + .....+ βn*Xn

where P is the probability of being depressed, β0 is a constant (i.e., the intercept or “reference” or base from 
which the probabilities are calculated), and β1 through βn are the regression coefficients and X1 through Xn 
are the independent variables listed in table 1. For simplicity, the item on the left side of the equation is often 
referred to as “the logit”.  The interpretation of the coefficients describes the impact of the independent variables 
on the natural logarithm of the odds, rather than directly on the probability P. 

Artificial Neural Network

An artificial neural network (ANN) consists of an interconnected group of artificial neurons based on biological 
neural networks. Processing information using a connectionist approach to computation, ANNs are used to 
provide a visual interpretation of the connection weights among neurons. In more practical terms, ANNs are 
non-linear statistical data modeling tools. They can be used to model complex functional relationships between 
inputs and outputs or to find patterns in data, therefore are a useful tool to harvest information from datasets 
in the process known as data mining. A package called “neuralnet” in R was used to conduct neural network 
analysis. The package neuralnet focuses on multi-layer perceptrons using neurons and synapses, which are well 
applicable when modeling functional relationships. The input neuron layer consists of all covariates in separate 
neurons and the output layer consists of the response variables. The layers in between are referred to as hidden 
layers, as they are not directly observable. Input layer and hidden layers include a constant neuron relating to 
intercept synapses. ANNs are adaptive and fitted to the data by learning algorithms during a training process. 
This study will specifically visualize the ANN through a neural interpretation diagram, and will also utilize 
Garson’s algorithm to produce a bar plot depicting the relative importance of each of the independent variables 
in relation to the dependent variable (Olden and Jackson, 2002).

Model Evaluation

Discrimination was used to evaluate the quality of the logistic regression and artificial neural network models 
(Dreiseitla and Ohno-Machadob, 2002).To provide an impartial estimate of the discrimination of a model, these 
values have to be calculated from a dataset which is not used in the model building process. Normally, a portion 
of the original dataset, called the test or validation set, is set aside for this purpose. For small datasets, however, 
there may not be enough data items for both training and testing. In this case, a dataset is divided into n pieces, 
n-1 pieces are used for training, and the last piece becomes the test set. For this study, the overall dataset was 
large enough to be split evenly into a training sample and a testing sample, and the process of cross validation 
was conducted using these two samples. 
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The discriminatory ability refers to the capacity of the model to separate cases from non-cases, with 1.0 
and 0.5 meaning perfect and random discrimination, respectively. In this study, logistic regression and ANN 
discriminatory ability was determined using receiver operating characteristic (ROC) curve analysis. An ROC 
curve is defined by false positive rate (FPR) and true positive rate (TPR) on x and y axes respectively, which 
depicts relative trade-offs between true positive and false positive. Since TPR is equivalent to sensitivity and FPR 
is equal to 1 − specificity, the ROC graph is often called the sensitivity vs (1 − specificity) plot. Each prediction 
result or instance of a confusion matrix represents one point in the ROC space. The best possible prediction 
method would yield a point in the upper left corner or coordinate (0,1) of the ROC space, representing 100% 
sensitivity (no false negatives) and 100% specificity (no false positives). As a result, point (0,1) is also called a 
perfect classification. A random guess would give a point along a diagonal line (i.e., line of no-discrimination) 
from the lower left corner to the upper right corner. ROC curves are commonly used to summarize the diagnostic 
accuracy of risk models, and more importantly, to evaluate the improvements made to such models that are 
gained from adding more risk factors. For each new risk factor added, sensitivity, specificity and accuracy are 
recalculated and compared. 

Variables
The outcome or dependent variable is clinically relevant depression (CRD) positive or negative based on the 
PHQ-9, which was used to measure signs and symptoms of depression. PHQ-9 total scores>=10 are defined as 
CRD. CRD was coded in the data using variable name called CRD (1, yes; 0, no) . In order to analyze the impact 
of age at screening, gender, race, education level and body weight on depression, the PHQ-9 dataset was merged 
with demographic data, which contains a wide range of information about the patients who completed the 
PHQ-9. The information related to age, gender, race, education level and body weight were identified as the 
independent variables in this study. The independent variables are listed in Table 2, together with the variables 
used as the reference group, namely, race6 (i.e., other races), edu5 (i.e., college graduate or above), normal 
weight, age twenty, and male, which is an implicit reference variable for gender.

Table2. Independent variables

Variable Name Column Name in Data File Description
gender riagendr Gender: 1 male; 2 female
age ridageyr Age in years at screening
race1 Ridreth3 (=1) Mexican-American
race2 Ridreth3 (=2) Other Hispanic
race3 Ridreth3 (=3) Non-Hispanic White
race4 Ridreth3 (=4) Non-Hispanic Black 
race5 Ridreth3 (=6) Non-Hispanic Asian
race6 Ridreth3 (=7) Other Race (including Multi-Racial)
edu1 Dmdeduc2 (=1) Less than 9th grade
edu2 Dmdeduc2 (=2) 9-11th grade (including 12th grade with no diploma)
edu3 Dmdeduc2 (=3) High school graduate/GED or equivalent
edu4 Dmdeduc2 (=4) Some college or AA degree
edu5 Dmdeduc2 (=5) College graduate or above
overweight Whq030 (=1) Overweight
underweight Whq030 (=2) Underweight
normal weight Whq030 (=3) Normal weight

Results
In total, the data for 11659 patients were obtained from the merged dataset, from which only 9942 patients’ 
information is complete and used as the overall sample in this study. The age range for the 9942 patients was 
from 20 to 80 years old, with average age of 49.5 years old. In order to perform model validation, the 9942 overall 
sample dataset is randomly divided into to two datasets, namely, training sample and testing sample. After 
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experimentation, the optimal division was found to be an equal split. So, both the training sample and testing 
sample have 4971 patients. The characteristics of the overall, training, and testing samples are summarized 
in in Table 3. It is worthy to note that the partition of the overall sample into training and testing samples was 
sufficiently random as both have almost the same cases of CRD with just a 4 case difference.  

Table3. Patient characteristics in training sample, testing sample, and overall sample

Variables Training 
Sample

Testing 
Sample

Overall 
Sample

CRD With CRD 442 8.9% 446 9.0% 888 8.9%
Without CRD 4529 91.1% 4525 91.0% 9054 91.1%

Gender Male 2399 48.3% 2422 48.7% 4821 48.5%
Female 2572 51.7% 2549 51.3% 5121 51.5%

Race/
Ethnicity

Mexican American 814 16.4% 728 14.6% 1542 15.5%
Other Hispanic 519 10.4% 564 11.3% 1083 10.9%
Non-Hispanic White 1956 39.3% 1937 39.0% 3893 39.2%
Non-Hispanic Black 1009 20.3% 1038 20.9% 2047 20.6%
Non-Hispanic Asian 505 10.2% 533 10.7% 1038 10.4%
Other Race (Including Multi-Racial) 168 3.4% 171 3.4% 339 3.4%

Education 
Level

Less than 9th grade 472 9.5% 430 8.7% 902 9.1%
9-11 grade (Includes 12th grade with no diploma) 651 13.1% 613 12.3% 1264 12.7%
High school graduate/GED or equivalent 1095 22.0% 1115 22.4% 2210 22.2%
Some College or AA Degree 1518 30.5% 1541 31.0% 3059 30.8%
College graduate or above 1235 24.8% 1272 26.0% 2507 25.2%

Weight
Overweight 2604 52.4% 2644 53.2% 5248 52.8%
Underweight 269 5.4% 287 5.8% 556 5.6%
Normal weight 2098 42.2% 2040 41.0% 4138 41.6%

Correlogram

Using the entire dataset, the correlations between all variables are analyzed with a correlogram, which depicts 
a matrix of the correlations, and the result is shown in Figure 1. 

Fig1. Correlogram depicting matrix of correlations between variables
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Logistic Regression Model 

The logistic regression model was developed with the method outlined in section 2.2. using the training sample 
(N=4971). The reference group (i.e. β0 as discussed previously) was established as male, twenty years of age 
at screening, race6 (other races including multi-racial), edu5 (college graduate or above), and normal weight. 
Age is a continuous variable. Malee was coded as gender=0, whereas female was coded as gender=1. The other 
variables listed in Table 2 were coded as No=0, and Yes=1. The result of the logistic regression model is shown 
in Table 4. In applying the result to calculate the probability p based on the logistic regression model formula, 
the intercept estimate is β0, whereas estimates for the other variables correspond to β1, β2, etc. The z value is 
defined as Estimate/Std. Error. The probability Pr is based on the z-test. The odds ratio, which is defined as 
Probability / (1 - Probability), was calculated with the logit for each variable.

Table4. Logistic regression result with training sample

Estimate Std. Error z value Pr(>|z|) Odds Ratio
(Intercept) -3.257 0.2867 -11.358 <0.0001 0.039
gender 0.514 0.107 4.797 <0.0001 1.672
age 0.186 0.179 1.037 0.300 1.204
race1 -1.130 0.268 -4.218 <0.0001 0.323
race2 -0.671 0.273 -2.455 <0.05 0.511
race3 -0.443 0.241 -1.840 0.066 0.642
race4 -0.688 0.255 -2.702 <0.01 0.503
race5 -1.433 0.340 -4.213 <0.0001 0.239
edu1 1.639 0.207 7.972 <0.0001 5.150
edu2 1.390 0.185 7.504 <0.0001 4.015
edu3 0.721 0.179 4.021 <0.0001 2.056
edu4 0.505 0.172 2.934 <0.01 1.657
overweight 0.638 0.118 5.408 <0.0001 1.893
underweight 1.285 0.192 6.686 <0.0001 3.615

Artificial Neural Network

The ANN model for the training sample included all variables listed in Table 2: patient age at screening, gender, 
race, education level, and body weight. The neural interpretation diagram is plotted in Figure 2 and the bar plot 
produced by Garson’s algorithm is plotted in Figure 3. 

Fig2. Neural interpretation diagram for artificial neural network in training sample

American Research Journal of Psychiatry

Development and Validation of Predictive Models for Depression Using PHQ-9 Data



Page 8

In Figure 2, the thickness of the lines (axons) joining neurons is proportional to the magnitude of the connection 
weight, and the shade of the line indicates the direction of the interaction between neurons: black connections 
are positive, whereas gray connections are negative. After experimentation, the optimal number of hidden 
layers was found to be five for the data in this study. Due to the fact that the model includes hidden layers, 
a direct or clear relationship between each independent variable and the outcome (i.e., dependent) variable 
cannot be discerned.  However, the ANN result is sufficient for the training algorithm to converge. Therefore, 
the model can be used for predictive purposes.

In order to identify the importance of the independent input variables, Garson’s algorithm is employed to 
partition the neural network connection weights (Garson, 1991). The result of applying the algorithm to the 
training sample is shown in Figure 3. It is important to note that Garson’s algorithm uses the absolute values of 
the connection weights when calculating variable contributions, and therefore does not provide the direction 
of the relationship between the input and output variables. 

Fig3. Bar plot showing the relative importance of each independent variable for predicting CRD based on 
Garson’s algorithm

Model Validation: ROC Curve Sketching

After logistic regression and artificial neural network analysis were conducted in the training sample, the 
outputs from both models were used to predict the probabilities of CRD in the testing sample (N=4971). The 
performance of the prediction can be visualised by plotting ROC curves, thus allowing the performance of the 
built models to be validated. Figure 4 shows the ROC curves for both the logistic regression model and ANN 
model in the testing sample. Figure 5 shows the ROC curves for both models in the training sample. 

Fig4. ROC curves of logistic regression versus artificial neural network in testing sample
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Fig5. ROC curves of logistic regression versus artificial neural network in training sample

Discussion
Correlogram Analysis and Interpretation of Results

The visual nature of the correlogram allows it to serve as a quick glance overview of the relationships between 
all variables in this study. The most useful information that the correlogram provides are the correlations 
between the dependent variable CRD and the independent variables listed in Table 2. As shown in Figure 1, 
CRD has a slight positive correlation with all the independent variables except race1 (Mexican American), race5 
(Asian) and edu 4 (some college or AA degree), which CRD instead has slight negative correlations to.

Verification of the Binomial Assumption of Logistic Regression

The use of logistic regression is based on the assumption that the binomial distribution is the assumed 
distribution for the conditional mean of the dichotomous outcome. This assumption implies that the same 
probability is maintained across the range of predictor values. Though this assumption was not verified or 
tested, the binomial assumption is known to be robust as long as the data sample is random. According to the 
CDC, “Each year approximately 7,000 randomly-selected residents across the United States have the opportunity 
to participate in the latest NHANES.” (CDC, 2011)Since the NHANES is a random data sample, this assumption 
is satisfied.

Logistic Regression Analysis and Interpretation of Results

Of the 4971 patients in the training sample, 442 (8.9%) were classified as having CRD and 4529 (91.1%) were 
not. According to the logistic regression model result listed in Table 4, at significance level of 0.05, the predictive 
model of clinically relevant depression is as follows:

Predicted logit of CRD = -3.257 + 0.514*Gender + 0.186*Age - 1.13*Mexican-American - 0.671*Other Hispanic 
- 0.443*White - 0.688*Black - 1.433*Asian + 1.639*Less than 9th grade + 1.39*Grades9-11 + 0.721*Highschool 
Graduate + 0.505*Some College + 0.638*Overweight + 1.285*Underweight

The coefficients of the parameters were interpreted as follows. At the significance level of 0.05:

On average, controlling other variables, a female is 67.2% more likely to be classified as having CRD than •	
a male.

On average, controlling other variables, a person eighty years of age at screening is 20.4% more likely to be •	
classified as having CRD than a person twenty years of age at screening.

On average, controlling other variables, a person who is Mexican-American is 67.7% less likely to be •	
classified as having CRD than a person who is Other Race (including Multi-Racial).
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On average, controlling other variables, a person who is Other Hispanic is 48.9% less likely to be classified •	
as having CRD than a person who is Other Race (including Multi-Racial).

On average, controlling other variables, a person who is White is 35.8% less likely to be classified as having •	
CRD than a person who is Other Race (including Multi-Racial).

On average, controlling other variables, a person who is Black is 49.7% less likely to be classified as having •	
CRD than a person who is Other Race (including Multi-Racial).

On average, controlling other variables, a person who is Asian is 76.1% less likely to be classified as having •	
CRD than a person who is Other Race (including Multi-Racial).

On average, controlling other variables, a person with an education level of less than high school is 415% •	
more likely to be classified as having CRD than a person with an education level of college graduate or 
above.

On average, controlling other variables, a person with an education level of 9-11th grade (including 12th •	
grade with no diploma) is 301.5% more likely to be classified as having CRD than a person with an education 
level of college graduate or above.

On average, controlling other variables, a person with an education level of High school graduate/GED or •	
equivalent is 105.6% more likely to be classified as having CRD than a person with an education level of 
college graduate or above.

On average, controlling other variables, a person with an education level of some college or AA degree is •	
65.7% more likely to be classified as having CRD than a person with an education level of college graduate 
or above.

On average, controlling other variables, a person who identifies as overweight is 89.3% more likely to be •	
classified as having CRD than a person who identifies as having normal weight.

On average, controlling other variables, a person who identifies as underweight is 261.5% more likely to be •	
classified as having CRD than a person who identifies as having normal weight.

It is indicated in the model that being female, being older than twenty years, being Mexican-American, being 
Other Hispanic, being White, being Black, being Asian, having education levels of less than high school, 9-11th 
grade (including 12th grade with no diploma), High school graduate/GED or equivalent, some college or AA 
degree, and identifying as overweight or underweight are significant factors in predicting CRD. In comparison to 
the established reference group, being Mexican-American, Other Hispanic, White, Black, or Asian may decrease 
the probability of being classified as having CRD, while being female, older than twenty years, having an 
education below college graduate or above, and being overweight or underweight may increase the probability 
of being classified as having CRD. 

The logistic regression model reveals broader trends for each demographic category. Firstly, the model indicates 
that as people age, they are more likely to be classified as having CRD, although not significantly.  This trend 
agrees with the investigation result by Mirowsky and Ross (1992) Secondly, the model indicates that females 
are significantly more likely to be classified as having CRD, which confirms the result from a study conducted by 
American Psychological Association (APA, 1994 study). Thirdly, the model indicates that Other Race (including 
Multi-Racial) is the race/ethnicity most likely to be classified as having CRD, whereas Asian is the least likely 
race/ethnicity, followed by Mexican American, Black, Other Hispanic and White. This result differs from studies 
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cited in the introduction (Wu et al., 2003; Riolo et al., 2005). The model also indicates that the lower a person’s 
education level, the more likely they are to be classified as having CRD, supporting a previous study which found 
the correlation of education and depression (Riolo et al., 2005). Lastly, the model indicates that a person who 
does not identify as normal weight (ie overweight or underweight) is more likely to be classified as having CRD, 
supporting the conclusion of a previous depression versus BMI study (de Wit et al., 2009).

Artificial Neural Network Analysis and Interpretation of Results

It is difficult to interpret quantitative results from the neural interpretation diagram. The bar plot produced by 
Garson’s algorithm yields quantitative results shown in Figure 3. The plot indicates that age is the independent 
variable most significantly correlated with CRD (about 18.7%), followed by race5 (i.e. Asian, about 10.2%), edu4 
(i.e. college graduate or above, 9.8%), underweight (9.0%), and overweight (7.1%). The variable importance/
significance of all other variables to CRD is less than 7%. The correlation direction of each of these variables 
to CRD is not depicted by the plot alone. However, more sense can be made by looking at the neural network 
results in conjunction with the logistic regression model results. It is worthy to note that different models 
may produce different results, which is not abnormal since they are based on different theories and starting 
assumptions.

Model Evaluation: ROC Curve Analyses and Interpretation

In Figure 4, the areas under the ROC curves are 0.66 and 0.63 for the logistic regression model and the artificial 
neural network model, respectively. This result indicates that in the testing sample, the logistic regression 
model performs better than the ANN model in predicting CRD. The validation of the models was also conducted 
in training sample. The areas under the ROC curves in Figure 5 are 0.70 and 0.75 for logistic regression model 
and ANN model, respectively. The result indicates that in the training sample, the ANN model performs better 
than the logistic regression model in predicting CRD. Moreover, Figure 4 and Figure 5 in conjunction indicate 
that both models are better at predicting data samples they are familiar with, and that the models’ performance 
will decrease with brand new data samples.

Conclusion
In this study, 9942 patient responses to the Patient Health Questionnaire Depression Screener (PHQ-9) from 
2013-2014 and 2015-2016 were analyzed in relation to corresponding demographic information including age 
at screening, gender, race, education level, and body weight. These factors were used to develop and validate a 
logistic regression model and an artificial neural network model for predicting the probability of depression. 
Both models were validated using Receiver Operating Characteristic (ROC) analysis. The areas under the ROC 
curves were 0.66 for the logistic regression model and 0.63 for the artificial neural network model when new 
testing data was used, thus favoring the logistic regression model. However, when familiar data was used, 
the areas under the ROC curves were 0.70 for the logistic regression model and 0.75 for the artificial neural 
network model, thus favoring the artificial neural network model. Both models are stable and therefore valid 
for predictive purposes. 

The results of the predictive models are very significant. Since specific populations were found to be more at 
risk for depression such as females, those undereducated, those older, and those with weight problems, society 
should take measures to increase depression awareness among these populations especially, and should place 
an increased emphasis on physical health and education in an effort to combat depression. 

Further study is recommended to increase the reliability of each model. One action step in the future is to identify 
additional significant demographic variables and include them in the models to improve model performance. 
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Additional PHQ-9 data from previous or future years, or from outside the U.S. can also be added into the study 
to train the models and improve their performance in predicting depression.
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